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Of organizations who have invested in Big 

Data capabilities, only 8% is doing anything 

meaningful with their Big Data.

The rest is only using Big Data for incremental 

advances. 

- Gartner 2014
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Life as an ISP

Demonstration of CPEmon and 
CPEmap

Payoff
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“The Internet does not work”
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Is it an isolated fault?

- Or a systemic fault?
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Isolated fault

- Only one customer affected

- I.e.: Same fault-type can
occur at other customers, 
but are not correlated.

- Usually a local problem at 
the customer

- Or a mistake on Fullrate’s
part

- Router hardware fail

- Defective wire/connection in 
customer home

- The neighbor use a 
microwave oven.

- Moisture in installation

- Wallplug death by vacuming
(it happens more often than
you’d think…)

Examples



9

Systemic fault

- Multiple customers affected

- Typically a fault further up in 
the network, or a physical
problem in the 
neighborhood.

- Or a big mistake on Fullrate’s
part…

- Breakdowns in CO

- Cable dug over

- Lightning

- Power outages

Examples
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!!!

The ex. From before: Router hw fault. You’d normally assume it’s an unrelated event. But what
if:
• Thunderstorms
• Over-voltage/transients in powergrid?
• Lots of new customers during short period, and all CPE’s are from same production batch?
• … Remember to keep an open mind! It is very easy to miss insights due to prejudice.
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”Issues with the TV 
signal last night”

”We will send 
you a new STB”

Hmm.....
DSL line 
looks 
perfect..

NPS=10

NPS=Net Promoter Score (measure of customer satisfaction)
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”The new STB didn’t
help. I still experience
problems”

”We will send 
you a new 
router”

The DSL line still 
look perfect. If it 
is not the STB, it 
must be the CPE.

NPS=7
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”I want to cancel
my subscription!”

NPS=1
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We need sufficient data for analysis

- Before the fault occur, so a history/baseline can be established

and facilitate diagnostic/analysis

- During the call

- Better still, to resolve the issue before the customer

makes the call.

?
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• 2-week history stored with customer ID as key, so support have easy access to history for specific

customers. 

• Aggregated data stored in Hadoop cluster with “infinite retention”

Approx. 2,5 billion pieces of data collected every 24 hours
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From prototype to production

MonitoringStability, Accessibility, Uptime

(CPEmon is volatile = dissapear at boot)

“Data on the data-collection”

= METADATA

http://www.xn--nrdoteket-l8a.dk/wp-content/uploads/2016/12/cpemon_natarbejde.png
http://www.xn--nrdoteket-l8a.dk/wp-content/uploads/2016/12/cpemon_natarbejde.png
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• Risc of missing group of customers

• Time consuming

• Network engineers tired

(Check typically happen at 4-5 am after hours of 

work)
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03.15: Start of maintanance. 
8000 customers loose connection

05.15: All customers online
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How many are affected?

(Assessing severity of problem)

Who are affected?

Precise and prompt service status updates

SMS directly to all affected customers
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Enrichment of data!

State Time

Can we merge with other informaiton?

- Technology (RK / eBSA)

- Router model

- Address ✔
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How lightning affect

DSL lines
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Merging trivial data 

with geo lokation

- in realtime!
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CPEmap = Visualization

… but an algorithm never sleeps and is always vigilant
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https://www.youtube.com/c/n%C3%B8rdoteket
http://www.xn--nrdoteket-l8a.dk/
https://www.linkedin.com/in/steen-garbers-enevoldsen-6662235/
https://www.facebook.com/en.noerds.bekendelser
https://twitter.com/steenenevoldsen
https://www.instagram.com/noerdoteket/
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