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?

• What is Artificial intelligence (AI)

• Can we trust AI to solve our problems

• Do we need to give up all privacy in the new brave AI world



What is 
Artificial 
intelligence

• Not Terminator or West World, domain specific

• Most of us use it every day

• Personal assistants (Alexa, Cortana, Siri)

• Language translation services

• Image recognition

• Recommendation services (Netflix, Amazon) 

• Mostly based on machine learning 

• Tend to need a lot of data

• Ideal: like us, only better

European Commission - Factsheet: Artificial Intelligence for Europe
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Vision Speech Language

Microsoft AI breakthroughs



Can we trust AI ?



A brief history of Tay(bot)

Created by Microsoft Technology and Research and 
Bing divisions, and based on Xiaoice, a similar project 
by Microsoft China.

Designed to mimic the language patterns of a 19-year-
old American girl, and to learn from interacting with 
human users of Twitter.

Trolls attacked the service as the bot made replies 
based on its interactions with people on Twitter that 
exploited a vulnerability in Tay.

Tay began to post inflammatory and offensive tweets 
through its Twitter account.

Service shut down only 16 hours after launch.
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What could possibly go wrong?



What did Tay teach us? 

What the world thinks:

Tay was an experiment gone wrong.

Example of bad design.

We did not do our due diligence.

9

What did we learn?

“It’s 2016. If you’re not asking yourself ‘how 
could this be used to hurt someone’ in your 
design/engineering process, you’ve failed.” 

Zoe Quinn
Co-Founder
Crash Override Network
A crisis helpline, advocacy group and resource center 
for people who are experiencing online abuse.
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Adversarial Patch vs VGG16





Do we need 
to give up all 
our data?

More data is always better



Two sides

• Service creator (Company)

• Service user (end user)

• Some ways to alleviate the pain

• Transferred learning 

• Models in containers

• Homomorphic encryption



Container Support for Azure Cognitive Services



Why Containerization?
Enterprises interested in Azure AI, but:

• Unable to load all their data into the cloud.
• Regulatory requirements on handling customer data.
• Security & Privacy concerns
• Low Bandwidth or intermittently connected environments

Container enables new possibilities:

• Run AI locally in their own context, and in their own network.
• Easier to deploy and manage software.
• It opens the doors and democratizes these AI techniques to a variety of people who may not have been able to use 

them before.
• Makes AI portable so that it could go to a variety of different environments. 
• Provides a high-throughput scenario for faster operations



Customer Benefits
• Control over data: It is essential for customers that cannot send data to the cloud but need access to

Cognitive Services technology.

• Control over model updates: Provide customers flexibility in versioning and updating of models deployed
in their solutions.

• Portable architecture: Enable the creation of a portable application architecture that can be deployed in
the cloud, on-premises and the edge.

• High throughput / low latency: Provide customers the ability to scale for high throughput, low latency,
requirements by enabling to run with more resources.



Homomorphic Encryption (HE)
• Computation on encrypted data without decrypting it!

• 2009: Considered impractical

• 2011: Surprise breakthrough at Microsoft Research

• Widespread enthusiasm about results

• 2016 breakthrough: neural nets on encrypted data!



FHE Promise





Microsoft SEAL

• Homomorphic Encryption library by MSR

• First release in 2015; actively developed today

• Open source (MIT license)

• https://github.com/Microsoft/SEAL

• Developed in C++17

• .NET wrappers n SEAL 3.2, supporting Azure Functions 

• Serverless Secure Compute 

• By far the most sophisticated HE library available

• Post-quantum secure

• GPU/FPGA acceleration

https://github.com/Microsoft/SEAL


Key takeaways

• AI/ML don’t see the world as humans

• Behavior may change over time

• Like any other systems they will get 
attacked

• Inference can be done without revealing 
data



• What is your AI’s specific use scenarios? Is it voice and/or gesture driven?  

• Document your assumptions about expected behavior and failure scenarios:
• AI interactions: 

• How is a user expected to interact with the AI?

• What is considered an accepted reasonable outcome? 

• what is upper and lower bounds to acceptable behavior?

• What should be the response to a negative behavior?

• User interactions

• What kind of assumptions does your AI have about the intended user? 

• How does your AI handle misdirected requests or commands?

• Have these assumptions been defined and described by an individual or have they been peer-reviewed? 

• Do these assumptions align to the company’s core values and the AI principles? 

• Attacker interactions

• How could I make your AI look bad to others?

• How could I prevent your AI from servicing others?

• How can I make your AI give up information about itself or others?

• How can I make your AI offend, discriminate or incriminate others?

AI Threat Modeling Q&A


